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Abstract. Electric power production infrastructures around the globe
are shifting from centralised, controllable production to decentralised
structures based on distributed microgeneration. As the share of renew-
able energy sources such as wind and solar power increases, electric power
production becomes subject to unpredictable and significant fluctuations.
This paper reports on formal behavioural models of future power grids
with a substantial share of renewable, especially photovoltaic, micro-
generation. We give a broad overview of the various system aspects of
interest and the corresponding challenges in finding suitable abstractions
and developing formal models. We focus on current developments within
the German power grid, where enormous growth rates of microgeneration
start to induce stability problems of a new kind. We build formal models
to investigate runtime control algorithms for photovoltaic microgenera-
tors in terms of grid stability, dependability and fairness. We compare
the currently implemented and proposed runtime control strategies to
a set of approaches that take up and combine ideas from randomised
distributed algorithms widely used in communication protocols today.
Our models are specified in Modest, an expressive modelling language
for stochastic timed systems with a well-defined semantics. Current tool
support forModest allows the evaluation of the models using simulation
as well as model-checking techniques.

1 Introduction

Political and climatical circumstances are causing a shift in electric power pro-
duction around the world. While large conventional power plants dominated
electric power generation up to now, the future will see a drastic increase in
the number of distributed microgenerators based on renewable energy sources
such as solar and wind power. Electric power grids thus move from a setting in
which production was assumed fully controllable so as to always match the un-
controllable, but well-predictable consumption to a setting where the production
side becomes uncontrollable, too. External influences such as changing weather
conditions can imply drastically higher fluctuations in available electric power.
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This problem is amplified by the difficulty of centrally controlling the vast num-
ber of geographically distributed microgenerators. New solutions to the problem
of matching electricity production and consumption need to be found that are
suitable to overcome these new challenges.

The German power grid is a prime example where many of these future chal-
lenges are already encountered today. As a consequence of the legal framework
enforced by Federal legislation over the last decades, microgenerators of pho-
tovoltaic (PV) electric power have been rolled out massively on the rooftops
of end user homes all over the country. In spite of a national target growth of
1.5 gigawatt (GW) per year, the total PV generation capacity has increased from
10GW in 2009 to 25GW by the end of 2011. The currently estimated actual
growth rate is about 1.6GW per year [9] (despite a target growth of less than
1.1GW). This growth creates problems, especially in areas with additional mi-
crogeneration based on wind or biogas: The Northern German energy provider
EWE AG recently reported that the number of emergency situations that re-
quired manual intervention to ensure grid stability has grown from less than 1
per week in 2009 to about 1 per day in 2011 [22].

To avoid these situations in the future, improved and better coordinated diag-
nostic and prediction techniques as well as orchestrated demand-side mechanisms
to counter critical grid and/or generation situations are needed. To develop ro-
bust and correct mechanisms that do not create unexpected instability, e.g. by
introducing oscillatory behaviour, mathematically well-founded models of elec-
tric power grids and their components are needed. However, the modelling space
is huge, and a precise model reflecting all components in a detailed, physically
exact manner will be very complex (if at all possible), and virtually impossible
to analyse. Instead, suitable abstractions need to be developed, tailored to the
fragments of the system under consideration and the aspects of interest. This
will be the topic of the first part of this paper, where we give an overview of the
various system aspects of electric power grids, in particular of last-mile micro
grids with a significant fraction of microgeneration, and the future challenges
faced in such grids (Section 2). We also take a look at the modelling challenges
encountered in the study of such systems, surveying different modelling and
abstraction approaches suitable for different system aspects and measures (Sec-
tion 3). One expressive modelling formalism that fits this scenario particularly
well isModest, a modelling language for stochastic timed systems with a formal
semantics and good tool support [6, 14], which we will use in the remainder of
the paper.

A central issue to ensure the stability of future power grids is proper runtime
control for the increasing number of microgenerators. Due to their distributed
deployment, decentralised runtime control offers several advantages over cen-
tralised management approaches. The ideal is that of a network of independent
generators whose control algorithms lead to a self-stabilising system. In the sec-
ond part of this paper, we thus focus on the study of runtime control algorithms
for photovoltaic microgenerators as an example for the modelling and analysis of
future power grids. We first introduce the concepts of the currently implemented



Fig. 1. Power micro grids

and proposed approaches (the former being known to introduce unwanted oscil-
latory effects) as well as of a potpourri of alternative approaches that take up
and combine ideas from communication protocol design (Section 4). We model
these approaches in Modest and report on the results of a recent simulation
study using these models [3] (Section 5).

Related work. The area of power grid modelling with formal behavioural models
is gaining momentum. The most closely related work is likely the recent paper by
Chen et al. [10], who analyse a multi-player game based on a recently proposed
distributed demand-side micro grid management approach [18]. Other tangible
work includes the application of probabilistic hybrid automata with distributed
control to the power grid domain [21], and work on network calculus in battery
buffered households [8].

2 Last Mile Power Micro Grids

The electric power grid is hierarchically structured, with a grid of long distance
high voltage lines forming the top layer. At the leaves of the electric power grid
hierarchy, we find the low voltage last mile which traditionally connects end con-
sumers to the upper layers. Typically, these last miles have a tree-like structure
through which electric power is distributed towards the leaves from a root. This
root is a transformer, which constitutes the connection to the upper layer. Since
these grids are relatively small (comprising at most a few hundred residential
homes or business customers) and have a clear point of separation from the re-
maining grid, yet may themselves contain multiple independent microgenerators,
we call these last miles power micro grids. Figure 1 gives a schematic overview
of an exemplary power micro grid consisting of seven residential homes and a
small industrial customer.



2.1 Elements of Power Micro Grids

A model of a power micro grid needs to take five central aspects into account:
(1) the influence of the wide-area power grid it is connected to, (2) the local
consumption of electric power, (3, 4) the grid local electric power generation—
which can be further divided into (3) potential and (4) actual generation, i.e. the
amount of electric power that can be produced in ideal external circumstances
(such as weather and time of day), and the amount that is actually produced
after control algorithms inside the generators have been applied—and finally
(5) the geographic topology and capacities of the cabling inside the micro grid.

Wide-area connection. A power micro grid usually has a single connection
point to the wide-area electric power grid. This is a transformer station that
converts the network’s high voltage to the grid’s 400 Volt three-phase current
(or 230V per phase). Traditionally, electric power flows from large conventional
‘thermal’ power plants through the wide area grid into the micro grids. This
infeed is controlled by grid coordinators based on predictions of the local con-
sumption of all the micro grids [17], corrected by runtime observations. Runtime
deviations must be corrected in order not to destabilise any grid. Due to the
physical limitations related to the power plants in use, only a small fraction of
the total generation potential can be employed for runtime adaptation. This is
mainly realized with the help of pump-storage plants, where subtracting power
is achieved by pumping up water, while adding power is achieved by the reverse,
turning water downfall into electric power.
As part of the interconnection to the wide-area grid there is also a safety

“fuse”, a device that may disconnect the micro grid, intended as a preventative
measure for both local events, e.g. to prevent fatal accidents when a cable is
damaged during excavation works, as well as interference from the wide area
grid, e.g. to prevent excessive infeed that would exceed the electric power flow
capacity in the micro grid. With increasing microgeneration inside micro grids,
this safety device may actually turn into a problem, for example by disconnecting
the micro grid in case local overproduction exceeds the fuse specifications.

Local consumption. At the leaves of the cabling inside the micro grid are
residential homes and business customers. In the past they acted only as electric
power consumers. The consumption of an individual leaf ultimately depends on
a number of factors and decisions by its “inhabitants”, yet it roughly follows pat-
terns over the course of a day. Variations may be due to external influences such
as temperature, influencing the electric power needed for heating or cooling. As
such, consumption is uncontrollable, but predictable within certain error bounds.
There is a recent trend to make consumption more controllable via so-called
demand-side mechanisms [17], which intend to control the energy consumption
of schedulable devices such as off-peak storage heaters and air conditioners. The
decisions are to be based on electric power costs or on grid stability conditions.



Generation potential. More and more traditional consumers at the leaves
of the micro grid are turning into producer-consumers (a.k.a. “prosumers”). At
certain times, they may produce more electric power than they consume. The po-
tential output of the microgenerators installed at these leaves depends first and
foremost on the type of generator: Combined heat and power plants (CHP) can
essentially operate on demand, independent of external circumstances, while mi-
crogenerators based on renewable energy sources such as wind and solar power
are inherently dependent on natural phenomena. These vary over time in an
uncontrollable manner. Wind turbines show relatively moderate fluctuations
since wind intensity usually changes only gradually; the amount of available
solar power, however, can change rapidly and significantly when cloud coverage
changes quickly.

Actual generation. To avoid grid instability, consumption and production of
electric power needs to be matched continuously in real time. The actual electric
power emitted into the grid by a locally installed microgenerator may affect this
stability. With the further increase of these sources, effective control mechanisms
are needed in order to avoid over- or underprovisioning of power. Technically, it is
no problem to reduce the output of all relevant types of generators—the problem
is to decide when to do so, by which amount, when to switch the generators
back on, and by how much. Control algorithms are thus an important aspect of
future microgenerators. They are expected to have significant influence on the
behaviour of future power micro grids.

Local grid topology. The topology and spatial layout of the micro grid in
terms of cable lengths and diameters clearly impacts its behaviour. The grids
have been rolled out in the past with the sole perspective of distributing power
downstream, i.e. towards the leaves of the last miles. Now there might be up-
stream power flow in some parts of the grid. It is easy to come up with scenarios
where this may result in stability violations (such as excessive voltage) inside the
grid that remain unnoticed at the leaves and at the root. The proper reflection of
these influences in a way that generalises to arbitrary last miles is very difficult,
because it crucially depends on a specific layout.

2.2 Modelling and Abstraction Choices

Since a full model of all individual components of a power micro grid and their
precise behaviour is extremely difficult to build and most probably entirely im-
possible to analyse, the various components have to be represented at appropriate
levels of abstraction in a model. These abstractions have to be chosen carefully
to make modelling and analysis feasible, yet provide sufficient information to
extract reliable answers to the questions of interest from the model.
A first candidate for abstraction is the contribution of the wide-area grid. A

detailed modelling of the wide-area grid is clearly out of the scope of a model
focussed on just a single power micro grid, while the reverse, the impact of a



single micro grid on the behaviour of the entire (e.g. European) electric power
grid can be considered negligible. It is thus reasonable to represent the influence
of the wide-area grid in the form of a profile, i.e. a deterministic or stochastic
function mapping time to the amount of electric power provided. This is an
instance of what is called a “load profile”, and is itself assumed independent of
what happens inside the particular micro grid. In addition, the safety fuse at the
root we mentioned does not need to be explicitly modelled; instead it is present
in the analysis as part of the characterisation of what “unsafe” or “unstable”
states need to be avoided.

When it comes to modelling consumer behaviour, the abstraction level de-
pends on the intended modelling purpose. If the focus is on the effects of con-
sumer behaviour, as in a study of demand-side management mechanisms, a de-
tailed consumer model and the explicit representation of individual consumers
are obvious necessities. If this is not the focus, two choices are to be made: Should
consumers be represented individually or in aggregated form (i.e. as a load pro-
file), and how detailed does the individual or aggregated consumer model need
to be? Modelling consumers individually allows the differentiation of consumer
types (e.g. into households and businesses) to be represented directly. These
distinctions would only lead to variations of the chosen load profile otherwise.
Another fundamental question is whether to use a deterministic, stochastic or
nondeterministic model of consumption. While deterministic models are often
easier to analyse, they embody the risk of exhibiting or causing spurious oscil-
lations or correlations mainly because they may ignore differences between the
participants. A stochastic model typically is a good way to avoid these phenom-
ena by assigning probabilities to different behaviours that are all considered part
of the model. When it is not possible to assign probabilities to behaviours, non-
deterministic models may capture all possible alternatives, but may often turn
out to be hard or impossible to analyse.

The modelling spectrum on the power generation side is similar to that on the
consumer side. Given a fixed set of generators of different types, a (deterministic
or stochastic) load profile is a good representation of the potential generation. It
can represent how the external influences on generation potential vary over time,
and since a grid covers only a very restricted geographic area (of maybe 1 km2),
it can be considered constant throughout the geographic dimension, since local
differences in wind or cloud cover are negligible at this resolution. With respect
to actual generation, a load profile may be a good first step, but hide interesting
behaviour that can result from inappropriate control algorithms. For example,
the currently deployed control algorithm for PV generators in Germany can lead
to oscillating behaviour in times of high potential generation once an unsafe grid
state is reached (see Section 4.2). In order to study, for example, whether certain
demand-side mechanisms can avoid or buffer these oscillations, one would need
at least a simple behavioural model of the actual generation.

Finally, the role played by the grid topology is closely tied to the way the
physical aspects of electric power are represented in the model. Intertwined dif-
ferential equations or calculations with complex numbers are the norm, needed



to provide nontrivial answers about frequency and voltage. They are achievable
for specific layouts. A common abstraction that helps to provide valid answers
on a more abstract level assumes the local grid to behave like a perfect “copper
plate”, thus eliminating any spacial considerations.

2.3 Properties and Challenges

As the installed microgeneration capacity increases, the effect of power micro
grids on the whole network gets more significant. At the same time, as most mi-
crogenerators are based on renewable energy sources, the volatility in the micro
grids’ behaviour becomes an important concern. There are two core objectives
of micro grid and microgenerator management: economy and stability, which are
deeply intertwined, yet often conflicting interests.

Challenges. In European legislation, an electric power grid has two distinct
modes of operation: emergency operation, where direct intervention of the grid
coordinator is needed to drive the grid to a safe state, possibly impacting service
levels on the consumer side, and normal operation, where market incentives
drive the decisions of the participants. The stability of the grid is a priority
concern because reliable distribution is a prerequisite for economic use of energy.
However, the most economically beneficial decisions for individual participants
may sometimes run counter to the goal of a stable grid. Grid instability is caused
by over- or underproduction, respectively under- or overconsumption, i.e. the
electric power production does not match the current consumption. It can be
stabilised by suitably adjusting production, consumption, or both.
On the production side, the main issue is to avoid overproduction: While

some generation technologies such as CHP are perfectly controllable, the upper
limit on potential generation of renewable electric power is dependent on natural
phenomena; control strategies for these microgenerators can thus only reduce
production compared to their genuine potential. On the other hand, the economic
interest of microgenerator owners is to feed as much energy into the grid as
possible. In this sense, grid stability and production economy are conflicting
interests. Control strategies on the production side, whose overriding goal is to
ensure grid stability, thus have to be evaluated for efficiency and fairness in the
economic sense as well.
In contrast to this, economic interests can be used as a way to guide the

consumption side to a behaviour that is beneficial to stability: Over- and under-
production ideally have a direct effect on the price of electricity, which can drive
demand in the desired direction. Nevertheless, the study of effective demand-side
mechanisms that lead to compensation of production volatility, with or without
economic aspects, is an area as widely open for research as the production side.

Properties. We propose the following set of measures to evaluate produc-
tion control algorithms and demand-side mechanisms, which we collectively call
strategies, for electric power micro grids:



– Stability is the ability of a strategy to keep the grid in a safe state with a
minimum of oscillation between safe and unsafe states.

– Availability is the overall fraction of time that the grid spends in a safe state.
– Output measures the (total or individual, cumulative or averaged) electricity
output of the relevant microgenerators, which is usually proportional to the
financial rewards of the respective operators.

– Goodput relates output to availability: the amount of electric power a gen-
erator can add to the grid while the grid is in a safe state.

– Quality of Service measures negative impacts on the consumer side. While
closely tied to availability, quality of service can also vary while the grid is
in a safe state, for example if service reductions are used to achieve safety.

– Fairness is the degree to which a strategy manages to distribute adverse
consequences equally among the participants. When the grid state does not
allow all generators to operate at full power, for example, will each of them
be allowed to provide an equal share of the allowed power generation?

3 Formal Modelling Challenges

Power micro grids are complex systems that require expressive modelling for-
malisms to capture the entirety of their behaviour. Even if only abstracted sub-
sets of a micro grid shall be represented, features such as real-time behaviour and
stochastics are necessary, e.g. to model delayed reactions by the grid controller
and stochastic load profiles or randomised algorithms. In order to faithfully rep-
resent the precise physical behaviour of the electric components together with a
discrete control strategy, a versatile modelling formalism is a necessity. A more
exhaustive discussion on what kind of modelling features are needed for this
problem domain can be found in [16]. However, there is an inherent tradeoff
between expressivity and the analysis effort needed to compute results. Every
modelling study thus needs to precisely identify the aspects to be included in the
model as well as the kinds of properties to be analysed so as to make it possible
to select the best matching formalism that is still sufficiently expressive.

3.1 Modest

Modest [6] is a high-level modelling and description language for stochastic
timed systems that combines expressive and powerful syntax-level features with
a formal semantics in terms of stochastic timed automata (STA). Stochastic
timed automata add continuous probability distributions, allowing in particular
arbitrarily (e.g. uniformly or exponentially) distributed delays, to probabilistic
timed automata (PTA) [19], which themselves can be seen as the orthogonal com-
bination of timed [1] and probabilistic automata [24] (or, equivalently, Markov
decision processes [23]). Other special cases of STA are generalised semi-Markov
processes (GSMP) [12], which essentially constitute STA without nondetermin-
ism, and both discrete- as well as continuous-time Markov chains (DTMCs and
CTMCs). Modest has recently been extended to support the specification of
stochastic hybrid automata (SHA) models as well [13].



The key feature of Modest that makes it attractive for electric power micro
grids is that it is built around a single-formalism, multiple-solution approach:
While expressive enough to specify SHA, most of the various well-known and
extensively studied submodels can be easily identified on the syntactic level, and
tool support dedicated to these submodels is available [4, 5, 15]. This allows a
single language to be used for a wide range of models while benefiting from using
restricted formalisms to achieve efficient analysis.
Syntactically, Modest supports a process algebra-inspired compositional

modelling approach. It allows smaller models to be combined into larger, more
complex ones, including a parallel composition operator to specify processes or
automata that perform their actions independently, subject to the classical in-
terleaving semantics. Actions that are part of the shared alphabet of two or
more processes have to be performed by all processes involved in a CSP-style
synchronisation. We refer the interested reader to [6] and the Modest Toolset
website at www.modestchecker.net

for details concerning the language’s design and the semantics of its constructs.
The website also contains further documentation, a list of Modest-related pub-
lications as well as examples and case studies. We will use Modest to build
formal models of runtime control strategies for photovoltaic microgenerators in
Section 5.

4 Decentralised Runtime Control

A major portion of the photovoltaic (PV) microgeneration capacity is mounted
on the rooftops of private households, and is as such connected to the last mile.
The often excessive volatility of solar production asks for a highly flexible grid
management on this level. For the remainder of this paper, we therefore focus on
control strategies for PV microgenerators. As outlined in the previous section, the
goal of such a strategy is to reduce actual power output compared to the potential
generation whenever this is necessary to maintain grid stability. Otherwise it
should allow the output of as much electric power as can be generated.
Let us first take a deeper look at what constitutes a “safe state” for power

(micro) grids. There are three fundamental dimensions to stability:

– In Europe, the target frequency is 50 Hz. If the frequency leaves the band
of 49.8 to 50.2 Hz, this is a serious Europe wide phenomenon.

– In the end customer grid, the downstream customers may witness consid-
erable voltage fluctuations because of upstream fluctuations in production
and consumption. Deviations of more than 10% are not tolerable.

– There are individual limits on the capacity of grid strands with respect to
energy, i.e. the product of voltage and amperage.

The capacity limits are due to the local grid layout and the “fuse” at the con-
nection point to the upper layers. Voltage has a direct linear dependency to
production/consumption and is thus a good measure of the grid state. How-
ever, voltage changes are local phenomena, entangled with phase drifts in the



last mile and intimately tied to the grid topology and the distances and cabling
between producers and consumers. Therefore, the frequency is often used in-
stead of voltage as a measure of the grid state, although frequency drifts usually
affect the entire European grid and not only a specific last mile and are sub-
ject to dampening effects. An approximately linear dependency between pro-
duction/consumption and frequency is known, albeit being an indirect effect of
physical realities. However, it is still considered an appropriate abstraction by
domain experts [20, 25]. Roughly, a change in production/consumption of 15GW
approximately corresponds to a 1Hz change in frequency in the European grid.
The currently installed PV generation capacity in all of Germany (see Section 1)
thus corresponds to a frequency spread of about 1.7Hz.

4.1 Centralised vs. Decentralised Control

Photovoltaic microgenerators are difficult to manage. First, this is due to their
sheer number, which leads to problems of scalability for any centralised approach.
A second problem is their distributed nature: There is currently no measure-
ment, logging and reporting infrastructure in place that enables the collection
of accurate and up-to-date information about the state of the grid participants,
and there is no communication infrastructure that allows safe remote control.
These are two good reasons to consider highly local, decentralised and auto-
matic grid management approaches. Additionally, decentralised approaches that
do not need any transmission of information to central coordinators are inher-
ently preferable from a privacy perspective.
The design of a highly local, highly automatic, highly decentralized, and

highly flexible grid management is a challenging and pressing problem. It resem-
bles the field of self-stabilising system (SSS) design [11]. SSS are built from a
number of homogeneous systems that follow the same algorithmic pattern, with
the intention that their joint execution emerges in a stable global behaviour,
and can recover from transient disturbances. Compared to the setting usually
considered in SSS, there are however some important differences: In a power
grid, destabilisation threats must be countered within hard real time bounds.
This is usually not guaranteed for SSS. On the other hand, in SSS usually no
participant is considered to have knowledge about the global system state, while
in a power grid, the participants do in principle have access to a joint source of
localized information by measuring amperage, voltage and frequency.

4.2 Current Approaches

About 75% of the PV microgenerators rolled out so far in Germany are non-
measured and cannot be remotely controlled. Since 2007, a regulation is in place
that enforces a frequency-based distributed control strategy (EN 50438:2007). It
stipulates that a microgenerator must shut off once the frequency is observed to
overshoot 50.2Hz. While this was initially meant as a way to stabilise the grid
by cutting overproduction, it later surfaced that due to the high amount of PV
generation, an almost synchronous distributed decision to take out this portion



may induce a sudden frequency drop, followed by the PV generators joining back
in, and so on. It hence may lead to critical Europe-wide frequency oscillations.
Due to the obvious problems that widespread use of the current rules may

lead to, new requirements are being developed as part of VDE-AR-N 4105 [7].
PV generators will be required to implement the following control scheme:

– As long as the observed frequency is below 50.2Hz, the generator may in-
crease its output by up to 10% of the maximum output that it is capable of
per minute.

– When the observed frequency crosses the 50.2Hz mark, the current output
of the generator is saved as pm. When the frequency f is between 50.2 and
51.5Hz, the generator must reduce its output linearly by 40% per Hertz
relative to pm, i.e. its output is given by the function

output(f) = pm − 0.4 ∙ pm ∙ (f − 50.2).

– In case the observed frequency exceeds 51.5Hz, the generator has to be
switched off immediately and may only resume production once the fre-
quency has been observed to be below 50.05Hz for at least one minute.

As we will see (Section 5.3), this relatively complex algorithm is designed to
dampen the effect of PV generation spikes and to avoid introducing oscillatory
behaviour, but not to actively steer the system towards a safe state where the
frequency is below 50.2Hz.

4.3 Probabilistic Alternatives

If we look at the PV control problem in a more abstract way, it turns out to be
remarkably similar to problems solved by communication protocols in computer
networks such as the Internet: Limited bandwidth (in our case, capacity of the
power grid to accept produced electric power) needs to be shared between a
number of hosts (in our case, generators) in a fair way. We thus consider sev-
eral new control algorithms inspired by concepts from communication protocols,
most of which use randomisation to break synchrony and avoid deterministic
oscillations:

Additive increase, multiplicative decrease: The first new control algo-
rithm that we study is inspired by the way the Internet’s Transmission Control
Protocol (TCP) achieves fair usage of limited bandwidth between a number of
connections: Bandwidth usage is increased in constant steps (additively), and
when a message is lost (taken as an indication of buffer overflows due to conges-
tion), it is reduced by a constant factor (multiplicatively). This additive-increase,
multiplicative-decrease (AIMD) policy ensures that several users of the same
connection eventually converge to using an equal share of the bandwidth. We
directly transfer this approach to PV generators: Power output is increased in
small constant steps until the frequency is measured to be above 50.2Hz, at
which point the output is multiplied by a constant factor < 1.



Frequency-dependent probabilistic switching: Our hypothesis is that prob-
abilistic strategies may improve stability without requiring fine-grained modifi-
cations of the generators’ power output as in AIMD. Our next controller thus
always switches between full and no power output, but it does so with a cer-
tain probability that depends on the current frequency measurement with higher
frequencies leading to a higher probability of switching off.

Exponential backoff: Instead of determining the switching probability based
on the current system state, we can also unconditionally switch off when the
frequency exceeds the allowed value of 50.2Hz and then wait a probabilistically
chosen amount of time before again measuring and potentially switching on.
The precise scheme that we use is exponential backoff with collision detection.

In the computer networks domain, this is commonly employed in CSMA/CD-
based (carrier sense multiple access with collision detection) medium access
protocols such as Ethernet: When one device connected to the shared medium
(e.g. the cable) has data to send, it first senses the carrier to determine whether
another device is currently sending. If not, it sends its data immediately. How-
ever, if the channel is occupied or if the sending is interrupted by another device
starting to send as well (a collision), it waits a number of time slots before the
next try. This number is sampled from a uniform distribution over a range such
as {1, . . . , 2bc}, where bc, the backoff counter, keeps track of the number of colli-
sions and of the number of times that the channel was sensed as occupied when
this message should have been sent. The range of possible delays increases expo-
nentially, thus the policy’s name; its goal is to use randomisation to prevent two
devices from perpetually choosing the same delay and thus always colliding, and
to use an exponential increase in the maximum waiting time in order to adapt
to the number of devices currently having data to send (again, in order to avoid
continuous collisions).
The goals of exponential backoff in network protocols closely match our goals

in designing a power generation control scheme: We want all generators to be
able to feed power into the grid when it is not “occupied”, i.e. when the frequency
is below the threshold of 50.2Hz, and we want to avoid “collisions”, i.e. several
generators switching on at about the same time and thus creating frequency
spikes above that threshold.

Frequency-dependent switching with exponential backoff: An obvious fi-
nal step is to combine the frequency-dependent probabilities and the randomised
delays of the previous two controllers to create one that features randomisation
of both switching decisions and waiting times.

We have also considered additional algorithms and variants of those presented
above; a full list with detailed explanations can be found in the accompanying
technical report [2].



5 Modelling Decentralised Controllers

In order to evaluate the behaviour of the different PV generator control strategies
introduced in the previous section, we build Modest models for power micro
grids that use these controllers. As our focus is on the generator control aspect,
we represent the other elements of the micro grid listed in Section 2.1 as follows:

– Wide-area connection and local consumption: The influence from the upper
layer power grid on our last mile as well as the local consumption within the
last mile is modelled as a combined deterministic load profile.

– Generation potential: We model the “worst case” of a maximally sunny day.
Each PV generator is assumed to be able to contribute the full amount of
power it is capable of (given by a constant MAX ) into the grid at any time.

– Local grid topology: We abstract from the physical characteristics of the grid
by treating the local connections as a “copper plate” and looking only at the
frequency observed. We chose this drastic abstraction due to the reasons
outlined in the introduction to Section 4. By treating frequency as a local
phenomenon—which it is not—we exaggerate the influence of the individual
PV generators. We could easily use voltage as a reference quantity instead
since the models are sufficiently abstract.

Since our focus is on effects of overproduction, we only consider the frequency
range above 50Hz, thus representing 50Hz as frequency value 0 in our model.
This value is assumed when all solar generators are switched off and there is
no (= zero) influence from the wide-area connection and local consumption. We
assume that adding power to the grid has a linear effect on the frequency, so
we can describe the grid frequency as the sum of the generator outputs plus the
in-feed from the upper layer minus the consumption.

5.1 A Model Template for Power Micro Grids

The detailed models of the control strategies all fit into the same model template
shown in Figure 2. The control strategies become part of a Generator process,
while a LoadProfile process represents the wide-area influence and local con-
sumption; the entire system is finally specified as the parallel composition of
G instances of Generator plus a single LoadProfile instance. This template
shows a few more noteworthy modelling choices and abstractions:
Each generator repeatedly measures the grid’s current frequency, uses this

value to decide whether and in which way to modify its own power output,
and finally update its output according to this decision. Each of these measure-
update cycles takes M time units, with D ≤ M time units passing between the
measurement and the change of power output. This delay allows us to model
decision and reaction times as well as the time it actually takes for the changes
made by one generator to be observed by the others. Higher values of D will thus
lead to decisions being made on “older” data, while D = 0 implies that every
change is immediately visible throughout the last mile. We have thus chosen a



action init;

const int TIME_BOUND; // analysis time bound
const int G; // number of generators

// Times
const int M; // measure every M time units
const int D; // changes take D time units to take effect (D <= M)

// Frequencies (in Hz above 50.0 Hz)
const real B = 0.3; // frequency when all generators are on full power
const real MAX = B / G; // max output of a generator (contribution to frequency)
const real L = 0.1; // max sum of wide-area influence and local consumption

real input; // background generation (coming from the network), in [0, L]
real[G] output; // generator output, each in [0, MAX]

function real frequency() = input + /* sum of values in output array */;

reward r_availability; der(availability) = frequency() > 0.2 ? 0 : 1;
reward r_output; der(sumoutput) = frequency() - input;
reward r_goodput; der(goodput) = frequency() > 0.2 ? 0 : frequency() - input;

property Availability = Xmax(r_availability / TIME_BOUND | time == TIME_BOUND);
property Output = Xmax(r_output / TIME_BOUND | time == TIME_BOUND);
property Goodput = Xmax(r_goodput / TIME_BOUND | time == TIME_BOUND);

process GeneratorInit(int(0..G) id)
{

// Generators are initially in a random state
urgent init {= output[id] = Uniform(0, MAX) =};
// Each generator "starts" after a random delay in [0, M]
delay(Uniform(0, M)) Generator(id)

}

process Generator(int(0..G) id)
{

action measure, update;
real fm; // frequency measurement
clock c = 0; // local clock variable

process Measure()
{

measure {= fm = frequency(), c = 0 =}
}

/* control algorithm is modelled here */
}

process LoadProfile()
{

/* load profile is modelled here */
}

par {
:: GeneratorInit(0)

/* ... */
:: GeneratorInit(G - 1)
:: LoadProfile()

}

Fig. 2. A model template for power micro grids



discrete measure-update-wait approach; an alternative is to make the generators
reactive, i.e. observe the evolution of the frequency and react when relevant
thresholds are crossed.
By use of the GeneratorInit process, each generator begins operation after

a random, uniformly distributed delay in the range between 0 and M time units;
measurements will thus be performed asynchronously. Less realistic, but easier
to analyse alternatives would be to have the generators perform their decisions in
a fully synchronous manner, or at the same point of time, but in a certain order.
However, we have observed that in particular the second alternative generates
extreme results (e.g. for fairness) that are clearly artifacts of that abstraction.

5.2 Control Strategy Models

We now explain how to model the control strategies described in sections 4.2
and 4.3 in Modest to fit into the template introduced above:

Current approaches: We omit the trivial Modest code for the simple control
strategy that turns the generator off when a frequency of at least 50.2Hz is
observed and turns it to full power in all other cases. A direct implementation
of the new control scheme according to VDE-AR-N 4105 is shown in Figure 3.
The switch between normal and emergency mode is obvious in the model.

Probabilistic Alternatives: Figure 4 shows the model of the AIMD controller.
In this case, we chose 10% of the maximum generator output as the constant
value when increasing, and 2

3 as the decrease factor. The latter has shown to
provide a good tradeoff between availability and goodput when we compared our
analysis results (see next section) for different reduction factors. The Modest
code for the frequency-dependent probabilistic switching controller is shown in
Figure 5. We have chosen a linear function over the range of [50.0Hz, 50.4Hz] for
the mapping from measured frequency to switch-off probability. At the critical
threshold of 50.2Hz, the probability of switching off will thus be 1

2 . Finally, the
controller based on the exponential backoff approach can be seen in Figure 6;
the combination with frequency-dependent switching is not shown because it is
just a simple replacement of the when conditions in exponential backoff with a
probabilistic alternative (palt) that uses the chosen probability function.

5.3 A Simulation Study

We have evaluated the different control strategies in a dedicated simulation
study [3]. The properties we considered are (as outlined in Section 2.3) stability,
availability versus goodput, and fairness. To evaluate stability, we evaluated the
frequency traces of exemplary simulation runs with a fixed background load.
Figures 7 and 8 show these traces for three of the controllers we studied, namely
the on-off controller (Figure 8, left) and the controller according to VDE-AR-
N 4105 (right) as well as the combination of the frequency-dependent switching



process Generator(int(0..G) id)
{

real p_m = output[id];
/* ...template code... */

process NormalOperation()
{

alt
{

:: when(fm < 0.2)
// Increase by 10% of MAX per minute
update {= output[id] += (0.1 * MAX) / MINUTE,

p_m += (0.1 * MAX) / MINUTE =};
when urgent(c >= M) Measure()

:: when(0.2 <= fm && fm < 1.5)
// 40% gradient
update {= output[id] = -0.4 * p_m * (fm - 0.2) + p_m =};
when urgent(c >= M) Measure()

:: when(1.5 <= fm)
// Switch off
EmergencySwitchOff()

};
when urgent(c >= D) NormalOperation()

}

process EmergencySwitchOff()
{

bool waiting;
clock minute;

// Switch off
update {= output[id] = 0, p_m = 0 =};

// Wait for frequency to be below 50.05 Hz for one minute
do {

:: when urgent(c >= M && !(waiting && minute >= MINUTE)) Measure();
urgent alt {

:: when(fm <= 0.05 && !waiting)
{= waiting = true, minute = 0, c = 0 =}

:: when(fm <= 0.05 && waiting)
{= c = 0 =}

:: when(fm > 0.05)
{= waiting = false, c = 0 =}

}
:: when urgent(waiting && minute >= MINUTE) break

}
}

Measure();
when urgent(c >= D) NormalOperation()

}

Fig. 3. Model of the controller according to VDE-AR-N 4105



process Generator(int(0..G) id)
{

/* ...template code... */

Measure();
when urgent(c >= D) alt {

:: when(fm < 0.2) {= output[id] = min(MAX, output[id] + 0.1 * MAX) =}
:: when(fm >= 0.2) {= output[id] *= 2/3 =}

};
when urgent(c >= M) Generator(id)

}

Fig. 4. Model of additive increase, multiplicative decrease of frequency

process Generator(int(0..G) id)
{

/* ...template code... */

Measure();
when urgent(c >= D) update palt {

:max(0, 0.4 - fm): {= output[id] = MAX =}
: fm : {= output[id] = 0 =}

};
when urgent(c >= M) Generator(id)

}

Fig. 5. Model of the frequency-dependent probabilistic switching controller

process Generator(int(0..G) id)
{

int bc; // backoff counter
int backoff; // number of slots to wait till next try
/* ...template code... */

process Gen()
{

Measure();
when urgent(c >= D) alt {

:: when(backoff > 0) update {= backoff– =}
:: when(backoff == 0) alt {

:: when(fm < 0.2) {= output[id] = MAX, bc = 0 =}
:: when(fm >= 0.2) {= output[id] = 0, bc++,

backoff = DiscreteUniform(0, (int)pow(2, bc)) =}
}

};
when urgent(c >= M) Gen()

}

Gen()
}

Fig. 6. Model of the controller with exponential backoff



Fig. 7. Behaviour of the 50.2Hz on-off (left) and VDE-AR-N 4105 controllers [3]

Fig. 8. Frequency-dependent control with backoff (left) and availability vs. goodput [3]

controller with exponential backoff (Figure 8, left). The upper (blue) curves plot
the system frequency, while the lower (red) curves show the deterministic back-
ground load we used for these runs.
The oscillatory behaviour caused by the current 50.2Hz on-off controller is

clearly visible, as are the different behavioural phases of the new strategy ac-
cording to VDE-AR-N 4105. The latter clearly avoids oscillations, but does not
actively stabilise the grid into a safe state. As expected, the frequency-dependent
controller shows a very different behaviour, which appears very erratic, but actu-
ally manages to keep the system safe for most of the simulation run. Results for
the other newly proposed controllers were mixed: AIMD also works rather well
and is at least fairer than its additive-decrease counterpart (as hoped), but ex-
ponential backoff alone does not manage to avoid oscillations. The graph on the
right-hand side of Figure 8 compares the availability and goodput of the entire
set of controllers considered in our simulation study, confirming that the com-
bination of frequency-dependent randomisation with exponential backoff works
rather well [3]. It also illustrates that taking inspiration from network protocols
for distributed grid operation is indeed a promising direction.

6 Conclusion

This paper has discussed elementary mechanisms for distributed runtime control
of power grids facing considerable infeed of renewable energy. We have focussed
on the properties and modelling formalisms needed to describe, analyse and man-
age these systems in a highly flexible, highly automated, and highly decentralized



manner. Another system which is highly decentralized, highly flexible and man-
aged in a highly automated way is the Internet. As we have discussed, certain
solutions that have been coined as part of Internet protocols can be adapted
to serve beneficially in future distributed runtime control of power grids. This
benefit might not be restricted to Internet solutions, but might more generally
also materialise for some of the genuine Internet design principles, such as:

– Network neutrality and fairness: There is no discrimination in the way the
network shares its capacity among its users. Ideally, the net is fair in the
sense that if n users are sharing a connection, then on average each user can
use about 1/n-th of the capacity.

– Intelligent edges, dumb core: Putting intelligence into the net itself is much
more cost ineffective than placing it at the edges of the networks, i.e. into
the end user appliances.

– Distributed design and decentralised control: Distributed, decentralised con-
trol is not only a means to assure scalability. It also is a prime principle
to protect end user privacy that would be at stake if centralised authorities
would collect information for decision making.

There are a number of similarities between the Internet and the power grid,
including its excessive size, its hierarchical structure, its organic growth, and its
ultimately high dependability. Indeed, it seems to us that this implies a number of
very good reasons why the future management of power grids should take strong
inspirations from the way the Internet is managed. Our research indicates some
first concrete examples of this kind.
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